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Abstract

Machine learning (ML) clusters stack multiple network inter-
face cards (NICs) within each server to improve inter-server
GPU communication bandwidth. However, existing systems
fall short in fully utilizing NICs because of static GPU-NIC
bindings. This leads to bottlenecks at hot-spot NICs when
handling imbalanced communication in ML tasks. For ex-
ample, large language model serving instances may have dif-
ferent communication demands across NICs; expert-parallel
training tasks have imbalanced all-to-all traffic; and the em-
bedding transmission volumes during recommendation model
training vary across GPUs. To fully utilize all NICs, we pro-
pose FuseLink to enable efficient GPU communication over
multiple NICs. FuseLink extends inter-server network by in-
tegrating high-speed intra-server connections, and leverages
GPUs to efficiently relay traffic to idle NICs. We implement
FuseLink and integrate it into NCCL, so that ML applications
can benefit from FuseLink seamlessly without code modifi-
cations. Compared to NCCL, we demonstrate that FuseLink
achieves up to 212GBps bandwidth between two inter-server
GPUs and accelerates ML tasks with dynamic traffic patterns.
Specifically, it reduces the latencies of first-token generation
in LLM model servings by 1.04-2.73→, improves the training
throughput of mixture-of-experts model by up to 1.3→, and
accelerates deep learning recommendation model training by
up to 1.2→.

1 Introduction

Efficient communication among GPUs is crucial in dis-
tributed ML tasks, especially given the expanding scale
of AI infrastructure [9, 27, 32, 35, 53, 68]. Distributed ML
tasks are typically bounded by GPU communication band-
width [26, 32, 48, 54], driving the speed increase of both intra-
server 1 and inter-server network. For example, NVLink [14,

1Some GPU connections, like NVLink, link GPUs within a short range
between servers. However, we will still call them "intra-server connections"
to differentiate them from "inter-server connections" that use NICs.
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Figure 1: Current static GPU-NIC binding and FuseLink

39, 46, 52, 57] connects neighbouring GPUs with Tbps band-
width; RDMA [21,49,66] offers inter-server connections with
hundreds of Gbps bandwidth. However, RDMA NIC band-
width grows slower compared to intra-server bandwidth [11],
leaving inter-server connection a major bottleneck in dis-
tributed ML tasks.

To mitigate inter-server bottleneck, existing GPU clusters
stack multiple NICs within each server to improve inter-server
bandwidth [2, 23]. Currently, they bind each GPU communi-
cation to a specific PCIe-based NIC, as shown in Figure 1a.
Note that the figure omits the hierarchical structure of PCIe [7]
which leads to non-uniform bandwidths when a NIC access
GPUs through different paths. There usually exists only one
NIC that can provide full bandwidth for each GPU during
inter-server communication, while other NIC bandwidths are
limited by suboptimal PCIe paths.

Static binding is suitable for ML tasks with balanced traffic.
For instance, 3D parallel training [42, 53] divides models into
equal shards, producing identical traffic pattern across GPU
workers [34]. However, for widely-deployed ML tasks that
exhibit imbalanced inter-server traffic across NICs, stacking
NICs with static traffic binding does not necessarily improve
inter-server communication efficiency. Some workers may
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demand higher bandwidth than a single NIC (§2.1). Examples
include disaggregated LLM serving [29, 40, 47, 69], mixture-
of-experts (MoE) models [18, 55], and deep learning recom-
mendation models (DLRM) [10, 25]. This traffic imbalance
can lead to suboptimal performance, with some NICs be-
ing bottlenecks while other NICs remain idle. Moreover, the
causes of traffic imbalance vary significantly, such as unpre-
dictable input requests, model architectures, and parallelism
methods, making it difficult to achieve optimal inter-server
communication through static NIC load balancing strategies.

To fill this gap, we ponder a fundamental question: can arbi-
trary ML workloads effectively leverage all available RDMA
NICs for data transmission, aggregating links over multiple
NICs as a "FuseLink" for inter-server communication? If so,
we could significantly improve GPU communication band-
width, surpassing the limitations of static NIC binding, and
achieve optimal NIC utilization in dynamic-traffic ML tasks,
without requiring adjustments to parallelism strategies or mod-
ifications to application code.

We build FuseLink, a GPU communication framework that
achieves optimal NIC utilization for distributed machine learn-
ing by enabling GPUs to flexibly transmit data through mul-
tiple NICs. Figure 1a shows a typical GPU server equipped
with multiple GPUs and RDMA NICs, with each RDMA NIC
statically bound to one GPU through PCIe switches (bridges).
In contrast, Figure 1b illustrates FuseLink, which disaggre-
gates the network resources of the inter-server network and
enables flexible NIC utilization.

FuseLink’s key idea is to integrate high-speed intra-server
links as critical extensions of the inter-server network. Exist-
ing GPU communication frameworks, such as NCCL [45],
leverages NVLink to improve throughput on NICs with subop-
timal PCIe paths. However, these methods remains static to a
specific NIC, lacking of abilities to dynamically balance NIC
workloads or aggregating bandwidths. This is inherently lim-
ited by the incompatibility of intra- and inter-server networks,
preventing access through NICs and NVLinks directly.

Our insight is that intra-server network can be seam-
lessly integrated to inter-server network by scheduling NIC
workload and efficiently configure traffic relaying via intra-
server connections. Additionally, we exploit characteristics
of ML applications that they typically have a limited num-
bers of inter-server connections and send large messages in
chunks [26, 32, 41, 42, 54]. These characteristics allows for
efficient scheduling of traffic across NICs with runtime intra-
server traffic relaying. As a result, FuseLink effectively lever-
ages multiple NICs, aggregating multi-NIC bandwidths and
significantly improving overall NIC utilization.

We build FuseLink on Nvidia platform with the following
design goals:
Maximizing multi-NIC efficiency. When transmitting data
from a GPU through multiple NICs, a key challenge is that
multi-NIC transmission is bounded by PCIe bandwidth and
PCIe topology that lacks direct connections between the GPU

and NICs. We refer these NICs as indirect NICs. FuseLink en-
ables efficient multi-NIC transmission by exploiting NVLink
for data relaying on both sender and receiver sides.
Avoiding contention and interruption. Utilizing relay GPUs
and multiple NICs should not interrupt or slow down ongoing
computation and communication tasks by consuming extra
memory and bandwidth resources. FuseLink avoids such in-
terruption by employing priority-based memory management
and network requests scheduling.
Readily deployable. FuseLink is designed to work with exist-
ing hardware and ML frameworks commonly found in GPU
clusters, which allow benefiting from FuseLink without mod-
ifying ML applications. We implement FuseLink on top of
RDMA primitives as an independent networking layer to re-
place the default networking system, and integrate FuseLink
into NCCL [45], allowing to use FuseLink seamlessly.

We evaluate FuseLink on Nvidia GPUs with eight-lane
NVLinks and eight 400Gbps NICs for inter-server communi-
cation. Our evaluation shows that FuseLink significantly im-
proves inter-server GPU communication bandwidth, achiev-
ing 212GBps between two inter-server GPUs, surpassing
the eight-lane NVLinks bandwidth. End-to-end evaluations
show that FuseLink effectively accelerates ML tasks with
traffic imbalance, including LLM serving task time-to-first-
token (TTFT 2) by 1.04-2.73→, MoE training by 1.3→, and
DLRM training by 1.2→.

This paper makes the following key contributions:

• We design FuseLink that boosts inter-server GPU com-
munication over multiple NICs by integrating high-speed
intra-server GPU connections (e.g., NVLinks).

• We integrate FuseLink into NCCL, enabling ML appli-
cations to benefit from it seamlessly.

• FuseLink effectively improves inter-server GPU band-
width and ML tasks efficiency under imbalanced traffic.

2 Background

High-speed interconnect is essential to facilitate large scale
machine learning. With the growing model sizes and ex-
panding dataset volumes [16, 59, 60], real-world ML appli-
cations have been typically deployed in distributed environ-
ments [54, 56, 68], incurring large communication overhead
and thus demanding high-bandwidth networks.

There have been substantial efforts on improving GPU
communication bandwidth, including dedicated intra-server
GPU connections and inter-server network. Industrial prac-
tices have been developing fast dedicated GPU interconnect
as an integral part in ML clusters, providing Tbps network

2Inter-server communication impacts either time-to-the-first token (TTFT)
or time-to-the-second-token (TTST), depending on when the prompt cache is
transmitted to the decode phase. Here we transmit the cache before generating
the first token, which affects TTFT.
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ML Tasks Communication Pattern | Cause NIC util. Comm. ratiovia direct NICs Concurrent transmission Same traffic volume

Distributed LLM Serving ↭ ✁ | stochastic task arrival ✁ | varying requests sizes 13%-53% 11%-82%
Expert-parallel MoE ↭ ✁ | async. transmission ✁ | different token batches 29%-65% 15%-42%
DLRM ↭ ↭ ✁ | different embeddings 59%-82% 28%-55%

Table 1: Dynamic-traffic ML tasks with communication patterns, ↭(✁) marks satisfied (unsatisfied) patterns

(a) Avg. NIC util. and comm. cost (b) Model serving (c) Expert parallelism (d) DLRM

Figure 2: Traffic imbalance and communication cost in ML tasks

between GPUs. For example, Nvidia builds NVLink and
NVSwitch [46] to connect near-range GPUs; Google designs
dedicated inter-chip-interconnect (ICI) for TPU groups [20].
Inter-server network [27], however, has relatively lower band-
width on a single NIC than intra-server network. Therefore,
GPU clusters typically stack multiple NICs within each server
to satisfy inter-server bandwidth demand of GPUs [43]. The
common configuration of NICs is to have the same number
of NICs as GPUs within a server and install each NIC on the
PCIe slot with direct access to the corresponding GPU slot.
This ensures each GPU can get the full bandwidth of its NIC.

Despite the efforts of improving inter-server bandwidth,
existing systems fail to fully utilize inter-server bandwidth for
ML tasks with dynamic traffic because of the static binding
of GPU traffic and NICs that causes low NIC utilization. The
dynamic traffic is intrinsic to widely adopted ML tasks, includ-
ing model serving [33, 37, 69], MoE models [15, 18, 55], and
embedding transmission in recommendation models [10, 25].
Moreover, the NIC load imbalance is more pronounced across
large GPU interconnect domains such as the NVL72 [3] sys-
tem, where 72 GPUs and NICs are connected with NVLink
and RDMA. We analyze the root cause by investigating ML
tasks with dynamic communication patterns.

2.1 Deficiency in Dynamic-traffic ML

We test typical ML tasks with dynamic traffic shown in Ta-
ble 1. Our tests are conducted on servers each with eight
Hopper GPUs connected via eight-lane NVLink and eight
400Gbps NICs for inter-server network. GPU traffic is trans-
mitted via direct NICs to maximize NIC throughput. Our met-
rics are NIC utilizations and the ratio of communication in ML
tasks. We estimate NIC utilizations by the speed gap between
static NIC binding and the ideal situation where GPUs can

use all available NICs for communication. Figure 2a shows
the average NIC utilizations and communication ratios in total
costs, together with the estimated ideal utilization where we
exploit all NICs to accelerate inter-server data transmission.

Disaggregated LLM serving. We test typical disaggregated
LLM serving cases where model serving is split into prefill
phase and decode phase [47, 50, 69], with processed requests
sent from prefill phase to decode phase. We feed the input re-
quests from public traces [5] randomly and record NIC utiliza-
tions when transmitting requests to decode stages. The results
shows only 13%-53% of NIC utilization when transmitting
data between phases, because serving traffic is stochastic, de-
pending on task arrival times and request lengths, with traffic
volumes ranging from hundreds of MBs to GBs. Even with
advanced optimization tricks that overlap communication and
computation [47, 50], we cannot fully utilize NICs because
requests vary across GPU workers. Figure 2b depicts the
recorded four NIC speeds during model serving, which shows
idleness of some NICs while other NICs are busy.

MoE training. We test MoE model [18, 55] training on Mix-
tral 8→7B model with expert parallelism (EP) degree of eight
and tensor parallel degree of four. We record NIC utilizations
when GPU workers transmit tokens to peer workers with
the activated experts. NIC utilization shows 29%-65%, with
communication taking 28%-55% of the total cost. The root
causes are asynchronized inter-server GPU communication
and different token batches of experts during MoE training.
Figure 2c shows the traffic map between expert models. EP
training allocates expert models to GPU workers, with each
worker training a subset of experts. The imbalanced traffic
persists even with equal model partitions because expert lay-
ers are sparsely activated for each input token based on the
output of gate layers. Since data samples are routed to differ-
ent experts, GPU workers need to dispatch data to and collect
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data from peer workers, which leads to imbalanced all-to-all
traffic across NICs. With different traffic volumes among ex-
perts, static binding of NICs and GPUs fails to fully utilize
NICs bandwidth when all-to-all communication is bounded
by the GPU pair with the largest traffic volume.
DLRM We test DeepFM [22], a deep learning based recom-
mendation model with Avazu [61] dataset. DLRM [10, 25]
consists of dense models and large lookup tables that store
semantic embedding vectors of objects. In each training it-
eration, GPU workers fetch embeddings and push gradients
from/to the server with the embedding table if they are not
cached locally and train dense models with data parallelism.
Embedding transmission volumes vary across workers, lead-
ing to different traffic volumes. Our results show that embed-
ding transmissions achieve 59%-82% NIC utilization, and
take up to 55% of the total cost. Figure 2d shows the imbal-
anced traffic distribution among eight GPU workers which
causes performance to be bounded by the GPU worker with
the largest embedding transmission.

2.2 Opportunities

Leveraging idle NICs. By analyzing dynamic-traffic ML
tasks in Figure 2, we conclude that static NIC binding is not
well-suited for such tasks. This is because achieving optimal
NIC utilization with static NIC binding requires transmis-
sion through direct NICs, concurrent transmission, and equal
traffic volumes. Without these conditions, communication per-
formance is limited by tasks bound to specific NICs, while
other NICs remain idle. This idle NIC capacity can instead
be exploited to accelerate communication by dynamically
scheduling traffic to idle NICs.

Multi-NIC communication is non-trivial because it does not
improve inter-server bandwidth with only PCIe connections.
On one hand, the total bandwidth is limited when all NICs
access through the single PCIe interface of sender GPU. On
the other hand, some NICs are indirectly connected with the
sender GPU, with data traversing through PCIe root complex
or even across NUMA, leading to suboptimal NIC throughput.
With NVLink and imbalanced traffic in ML tasks, we can
significantly improve efficiency on multi-NIC transmission.
Dynamic NVLink routing to bypass PCIe. Existing GPU
communication frameworks, such as NCCL [45], leverage
NVLink to bypass suboptimal PCIe paths when transmit-
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0 and NIC 1 for inter-server communication when W1 is not
sending any traffic. W0 sending buffers are mapped to GPU0
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ting data through indirect NICs. However, they focus only
on optimizing a single NIC, leaving other NICs restricted
to suboptimal PCIe paths. This limitation prevents efficient
utilization of multiple NICs for high-performance data trans-
mission. Figure 3 presents the NIC speeds across different
paths. The bandwidth of inter-server GPU communication is
constrained by the PCIe interface and topology, particularly
when using indirect NICs [30], which require data to traverse
suboptimal paths. To address this, we enable dynamic traffic
routing to peer GPUs via NVLink, allowing the efficient ag-
gregation of multiple NICs’ bandwidth for inter-server GPU
communication.

3 FuseLink Overview

FuseLink achieves multi-NIC communication by scheduling
worker’s traffic to multiple NICs dynamically with awareness
of NIC load status, instead of statically binding the traffic to
specific NICs. To effectively leverage indirect NICs, FuseLink
routes traffic via intra-server connection to optimal GPUs for
NIC access. The primary design goal of FuseLink is to achieve
efficient multi-NIC transmission while minimizing contention
risks, and is compatible with existing ML infrastructures. Fig-
ure 4 shows FuseLink architecture on sender side with an
example workflow.

FuseLink initializes with inter-server connection setup.
FuseLink explores the intra-server topology and establishes
RDMA connections. During connection setup, FuseLink iden-
tifies available NICs for inter-server communication. Based
on the topology, FuseLink selects the optimal data path for
each NIC and GPU. If a NIC is directly connected to the GPU
via a PCIe bridge or PCIe switch, it uses this direct path, as
the NIC can access the GPU with full bandwidth. Otherwise,
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FuseLink selects a router GPU for relaying data to the NIC.
In Figure 4, GPU1 is the router when GPU0 sends via NIC1.

Inter-server GPU communication starts with receivers issu-
ing credits, which are data structures containing necessary re-
sources for initiating RDMA. These resources include receiv-
ing memory regions and requested data sizes. Crucially, the
credits contain idle NICs information, derived from FuseLink
actively monitoring NIC receiving load status. This allows
senders to select the suitable NIC for sending data. Credits
are common in RDMA-enabled applications [17, 28, 45, 62]
because of its bypassing feature.

On sender side, FuseLink intercepts sending requests and
waits for credits from receivers. At the same time, FuseLink
monitors NIC sending load status. When credits arrive,
FuseLink considers both sending NIC load status and receiv-
ing load status to select optimal NICs for data transmission.
Moreover, FuseLink leverages intra-server GPU connection to
route traffic efficiently to NICs. For instance, Figure 4 shows
data routing through NVLink from GPU0 to GPU1 and sent
through NIC1.

FuseLink gets notified when data arrives on receivers. Note
that the data may be transmitted to a router GPU rather than
the receiver GPU, because the sender may select a receiver
NIC that has an indirect connection to receiver GPU. In this
case, we stage receiving data on a router GPU first to ensure
transmission efficiency. It then routes traffic via intra-server
connection to receiver GPUs if needed.

Compared to existing GPU communication frameworks,
FuseLink introduces several key advancements.

• Disaggregated network resources. Instead of operating
on RDMA connections directly, FuseLink introduces
an abstraction layer that unifies both intra-server and
inter-server connection. This design enables efficient
and flexible NIC utilization.

• Dynamic NIC utilization. FuseLink monitors NIC sta-
tus in real-time rather than statically bind traffic to spe-
cific NICs. This approach allows to detect idle NICs and
dynamically assign traffic to them, significantly improv-
ing overall bandwidth utilization.

• Traffic routing with high-bandwidth GPU links. In-
stead of statically binding traffic to NICs or interme-
diate GPUs [1, 44, 45], FuseLink fully leverage high-
bandwidth GPU links for traffic routing, thereby bypass-
ing PCIe constrains in traditional interconnects and en-
hancing communication efficiency.

3.1 Challenges

FuseLink supports multi-NIC transmission by allowing inter-
server GPUs to dynamically schedule traffic to NICs. How-
ever, there presents several technical challenges:

Design Inter-server BW(GBps) Speedup

Baseline 49.27 1.0
Efficient relaying §4.1 78.39 1.59
Eliminate Interruption §4.2 76.37 1.55
Reduce NIC contention §4.3 178.59 3.62
Scheduling Efficiently §4.4 212.35 4.31

Table 2: Designs and achieved speedup over baseline

Relaying overhead. (§4.1) FuseLink introduces flexible intra-
server traffic routing across GPUs to address the bandwidth
limitations when transmitting through multiple NICs. How-
ever, GPUs are not inherently optimized for relaying data to
NICs. Instead, both GPUs and intra-server connections are
optimized for memory I/O between devices [24, 30], which is
incompatible with PCIe-based NICs. This gap enforces fre-
quent device synchronizations during network transmission,
significantly slowing down the data path. For instance, when
a GPU acts as a relay to transfer data from other GPUs to
NICs, the data must be fully available on the relay GPU before
NICs can access it. This results in frequent synchronizations
between the relay GPU and sender GPUs. Consequently, the
NIC throughput has minor improvements compared to the
throughput in Figure 3. We address this challenge by actively
planning relay data paths by memory remapping, thereby effi-
ciently relaying data via GPUs for multi-NIC transmission.

Interruption and contention risks. (§4.2,§4.3) Maintaining
performance isolation is challenging when utilizing NICs and
GPU memory. These resources may contend for NIC band-
width during data transmission, potentially disrupting tasks by
draining GPU memory. Consequently, inter-server bandwidth
is limited because of NIC contention, as listed in Table 2.
The primary cause of the contention is FuseLink’s strategy
to schedule traffic to idle NICs when peer workers are not
engaged in communication tasks. However, NIC idleness are
temporal in dynamic-traffic ML tasks [10, 18, 47]. When peer
workers initiate new communications, outstanding traffic may
still in transmission, scheduled by FuseLink during periods
idleness. We address this challenge by prioritizing ongoing
tasks on relay GPUs and monitoring network resource usage
with priority-based scheduling. This approach enables senders
to identify idle NICs and eliminate interruption risks.

Scheduling overhead. (§4.4) Dynamically scheduling traf-
fic to NICs is inherently complex, considering requirements
to mitigate contention risks and to avoid traffic interference
and interruption, making the reduction of control overhead
a significant challenge. Existing works on communication
scheduling focus mainly on task-level scheduling [51, 64, 65]
to maximize network resource utilization. However, they fail
to identify idle NIC resources and schedule communication
efficiently. We address this issue by implementing an effi-
cient traffic monitoring and scheduling strategy that balances
monitoring accuracy with performance.
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4 FuseLink Design

We illustrate FuseLink design with a focus on solving the
aforementioned challenges, achieving high NIC utilization
while without interrupting peer GPUs.

4.1 Efficient Intra-server Relaying

Efficiently relaying data across GPUs to get high bandwidth
on indirect NICs is difficult mainly because GPU interconnect
and inter-server network are incompatible. This incompatibil-
ity enforces memory copy and device synchronizations before
sending with NICs, which stalls network transmission and
prolongs message latency.

To address this challenge, our insight is to exploit the ex-
isting memory I/O on network buffers during inter-server
communication and redirect the traffic via memory remap-
ping. FuseLink achieves efficient intra-server traffic relay-
ing without modifying existing ML frameworks by taking
advantages of the existing virtual address systems [6]. The
system manages GPU memories in a unified virtual memory
address space, which allows to map virtual memory addresses
to arbitrary physical memories. With this feature, FuseLink
decouples network buffers with the physical memories and
remaps them to buffers on relay GPUs, so that traffic is redi-
rected through intra-server connections via memory I/O when
applications fill the network buffers.

To show the rationale of FuseLink relaying with remap-
ping, we explore the design space by inspecting inter-server
communication in two steps. 1 The GPU worker fills net-
work buffer, and 2 The GPU notifies CPU to initiate RDMA
transmission. To configure the data path without code modifi-
cation, we have the following candidate solutions. D1: modify
step 1 so that the GPU writes data to remapped buffers on
relay GPUs. D2: modify step 2 so that the CPU copies data
to relay GPUs then RDMA. D3: GPU threads write data to
buffers mapped to host memory. D4: CPU initiates memory
copy to host memory.

Figure 6: Intra-server relay bandwidth and indirect NIC
throughput. D1 has less intra-server bandwidth than D2, but
has the highest indirect NIC throughput

Among four candidate relaying methods, D3 and D4
achieve the same bandwidth as PCIe shown in Figure 3, thus
limited by PCIe speed and cannot improve relaying efficiency.
D1 and D2, however, have pros and cons and cannot be easily
compared. As shown in Figure 5. D2 has high intra-server
bandwidth when performing memory copy in a batch asyn-
chronously, while D1 enforces synchronized memory load
and store and involves memory remapping with extra over-
head. However, D1 has only one copy step to relay GPUs,
achieving higher data path efficiency and lower message la-
tency. To this end, we set up performance benchmark to select
the optimal intra-server relay method.
Benchmark indirect NIC throughput. We test GPU com-
munication bandwidth through indirect NICs on servers with
multiple GPUs, eight-lane NVLinks, and 400Gbps NICs. The
theoretical bandwidth of eight-lane NVLinks is 200 GB/s.
The experiment is conducted by sending messages constantly
between two inter-server GPUs via indirect NICs. The traffic
is routed from the sender GPU to indirect NICs with relaying
methods D1-D4 respectively. We record intra-server traffic
relaying bandwidth and throughput on the indirect NIC under
different data chunk sizes. Figure 6 shows the intra-server
relaying bandwidth and indirect NIC throughput.

Among four relaying methods, D1 achieves the highest
throughput on the indirect NIC, compared to D2-D4. D3 and
D4 route data to host memory via PCIe, thus are limited by
PCIe bandwidth. In contrast, D1 and D2 exploit NVLink con-
nections, achieving much higher relaying bandwidth. When
comparing D1 and D2, we observed that D2 has higher intra-
server relaying throughput, because CPU-initiated memory
copy between devices batches memory copy, which achieves
higher throughput than GPU-initiated memory copy.

However, D1 achieves the highest NIC throughput. The
reason is that D1 has the most efficient data path between the
GPU and indirect NICs through memory remapping, which
brings the following benefits:
1 High indirect NIC throughput: D1 remaps network buffer

to peer GPUs, so that relaying is done when GPUs fill send-
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Figure 7: Performance of long flow and short flow under
direct NIC communication, traffic spraying, and FuseLink
interruption-free relaying

ing buffer. D2 introduces additional data copy across GPUs,
limiting the throughput over indirect NICs.
2 Low message latency over indirect NICs: D1 achieves

lower message latency than D2 over indirect NICs without
additional CPU involvement. Unlike D2 CPU-initiated re-
lay copy, where the GPU must synchronize with CPU to
signal data readiness with extra delay, D1 eliminates such
synchronization overhead. Furthermore, D1 masks the extra
intra-server relaying latency by overlapping it with pipelined
intra- and inter-server communication, effectively mitigating
latency penalties for small-to-medium messages.

With benchmarking, we use remapped network buffer for
efficiently relaying traffic to indirect NICs because of three
key performance advantages: First, it has no duplicate data
copy of the traffic, compared to CPU-initiated data copy be-
tween GPUs. Second, it has less device synchronizations
because GPU threads can write data directly to peer GPUs.
Third, it avoids CPU involvement, which saves the latency in
calling memory copy functions.

4.2 Interruption-free Relaying

While intra-server relaying brings significant benefits in NIC
throughput, it brings risk of interrupting peer GPUs. Specif-
ically, multi-NIC communication may take peer GPU band-
width resources, and the memory consumption on relay GPUs
may drain peer GPU memories, causing unexpected out-of-
memory (OOM) error.
Relaying without interrupting communication. FuseLink
accelerates GPU communication only during idleness of the
indirect NICs. Although equally spraying traffic to all NICs
within the server achieves optimal NIC utilization, it may
disturb or even interrupt peer GPU communication over direct
NICs. FuseLink strikes a balance between NIC utilization and
fairness. This ensures that peer GPU communication tasks
are not interrupted by traffic relaying.

We compare FuseLink interruption-free design against traf-
fic spraying in Figure 7, where two GPUs send data through
two NICs respectively. The first GPU has a long inter-server

flow, while the second GPU is the victim, which has a rel-
atively short flow and is constantly interrupted by the first
GPU. In contrast, FuseLink exploits the indirect NIC only
when the second GPU does not have inter-server traffic, pre-
venting unfairness problem. FuseLink controls the traffic vol-
ume during intra-server relaying to avoid interference with
GPUs engaged in intra-server communication. In practice,
intra-server GPU communication, such as aggregation in ten-
sor parallelism, overlaps with inter-server communication via
NICs. To ensure isolation, FuseLink marks NICs as busy dur-
ing TP communication and relaying, preventing contention
with intra-server communication and other relaying traffic.
Relaying without interrupting memory allocation. If mem-
ory requirements of the running tasks on relay GPUs are
known, FuseLink can easily eliminate OOM risks by limiting
the total sizes of relay memories. Unfortunately, accurately
calculating the memory footprint of a running task on GPUs
remains challenging, and existing works do not have precise
estimations [19], leaving risks of causing OOM due to relay
buffer allocations. To mitigate this problem, FuseLink pro-
vides a best-effort solution that combines both memory usage
constraints and adaptive approaches.

First, FuseLink sets a configurable upper limit for relay
memory usage. If the relay memory on a GPU exceeds the
limit, FuseLink will stop allocating more relay memories until
memories from existing connections are released. Although
this limitation cannot fully eliminate OOM risks, it allows
FuseLink to adjust resource allocation according to user de-
mands. For example, one may set high memory limitations
to encourage FuseLink to take more multi-NIC transmissions
with GPU relaying, thereby aggregating higher bandwidth
with multiple NICs.

Second, FuseLink allows for prioritizing memory demands
of running tasks on relay GPUs by removing relay memories
when releasing can help satisfy memory allocation of the run-
ning tasks on relay GPUs. Specifically, when memory drains,
FuseLink first checks whether releasing relay memories will
free up enough space. If so, FuseLink releases the relay mem-
ory to give in to ongoing tasks. Otherwise, it means the task
will encounter an OOM error regardless of the relay memory.

4.3 NIC Contention Mitigation

We next discuss the challenges on how to efficiently exploit
idle NICs while avoiding GPU workers contending for NIC
resources. Doing so is difficult mainly because of the un-
predictable and imbalanced traffic in ML applications with
dynamic communication patterns.

FuseLink mitigates NIC contention by assigning varying
priorities to traffic from different GPUs during NIC schedul-
ing. FuseLink monitors NIC load status and marks NIC as
busy or idle, indicating whether NICs are working for high-
priority GPUs. When a GPU engages in communication, it is
granted the highest priority on its direct NIC, preventing peer
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Figure 8: Traffic scheduling illustration. We emit ordinary elements in credits, such as memory regions, for simplicity

GPUs from using that NIC. Furthermore, FuseLink limits
the outstanding traffic scheduled to idle NICs, thereby re-
ducing potential contention when high-priority GPUs initiate
communication. Our approach is based on the need for GPU
workers to fully utilize their direct NICs in a 1:1 GPU-to-NIC
configuration.

During communication, receivers encode idle NICs in cred-
its and post to senders, who decide which NIC to transmit data
based on NIC status of both sides. This design can be decom-
posed into two modules: 1) §4.3.1 FuseLink monitors NIC
load status by inspecting completed network operations of
high-priority GPUs. 2) §4.3.2 FuseLink aggregates idle NICs
on both sides to guide traffic scheduling, with intra-server
routing configured via memory remapping.

4.3.1 Worker-aware NIC Monitoring

FuseLink marks the status of NICs as idle or busy by monitor-
ing the network operations posted by ML workers within the
server. ML workers post network operations, such as send and
receive, to FuseLink through first-in-first-out (FIFO) queues,
instead of operating on RDMA connections directly. FuseLink
collects network operations and post work requests to NICs.
Then FuseLink polls RDMA completion queues to get fin-
ished operations.

The straightforward solution to decide whether a NIC is
idle is by checking NIC TX and RX counters. However, read-
ing counters cannot tell which worker is sending or receiving
data, which hinders contention prevention when we have mul-
tiple workers transmitting data through the same NIC. Instead,
FuseLink monitors NICs workload from the work requests on
RDMA connections. Note that we configure NIC status to be
decided by workers that have the highest priorities on the NIC.
The rationale is that we aim to isolate traffic and guarantee
the network performance of the high-priority worker.

FuseLink identifies idle NICs by periodically checking new
completions of network operations posted by high-priority
workers. If no new completion since last polling, FuseLink

will mark the NIC as idle. As illustrated in Figure 8a, NIC1 is
idle because W1 is not sending data to W3, and NIC0 is busy
since W0 is sending to W2. Once found idle NICs, FuseLink
schedules traffic from other workers to idle NICs. If a new
completion is found, it means there exists new traffic since
last time, and FuseLink will mark the NIC as busy. In this
case, we will not schedule traffic to the busy NIC. FuseLink
schedules traffic of low-priority workers to their direct NICs
for performance isolation.

The rationale of marking NIC status as idle or busy is that
ML applications typically have large traffic that can fully oc-
cupy NICs when they have communication tasks [34]. There-
fore, we allow GPU workers to fully occupy their direct NICs.
If GPU workers share direct NICs, FuseLink does not isolate
traffic between these workers.

4.3.2 Load-aware Scheduling

We introduce load-aware traffic scheduling in three steps:
1) aggregating NIC load status on the sender and receiver
side, 2) selecting NICs and initiating data transmission, and
3) performing intra-server traffic routing inside receivers via
memory remapping.
Aggregating NIC load status. FuseLink orchestrates commu-
nication by receivers giving credits to senders and FuseLink
configures credits to include NIC load status on receivers.
Posting credit is necessary in RDMA communication because
of the nature of RDMA that bypasses remote side processors,
making senders unaware of receiver resources. RDMA com-
munication with credits is common in existing distributed ML
frameworks [1, 45]. After getting credits, senders know NIC
load status on both sides.
Selecting the NIC for sending. The NIC selection is based on
NIC status and priorities of the worker on NICs. FuseLink se-
lects the direct NIC of worker if it is idle. Otherwise, FuseLink
selects an idle indirect NIC if exists. Note that we limit the
number of outstanding operations posted to indirect NICs to
reduce contention risks. Without limitation, we may post too
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many requests to indirect NICs and cause severe contention
when high-priority workers start communicating. If no idle
NICs found, FuseLink selects the direct NIC.
Routing traffic on receivers. FuseLink writes data to receiver
memory that resides on the GPU with direct PCIe connection
to ensure transmission efficiency. However, the GPU could be
different from the worker GPU that requests the receiving. In
this case, FuseLink maps the receiving address to the memory
where the received data locates. On sender side, the data may
be already on relay buffers when getting credits. FuseLink
remaps relay memory before the next sending operation, with
the cost of one suboptimal sending.

We demonstrate the traffic scheduling with an example, as
shown in Figure 8a. FuseLink first identifies NIC idleness
when W1 is not posting any traffic. Then, for network opera-
tions posted by W0, FuseLink schedules them to NIC1 by al-
locating credits that indicate sending through NIC1. FuseLink
remaps receiving memory on GPU1 to enable efficient NIC
access. On sender side, FuseLink gets credits and posts send-
ing operations to NIC1. Because the data is already on GPU0,
the data is sent through suboptimal data path. After sending
finished, FuseLink remaps relay buffers to GPU1 so that the
subsequent sending is efficient.

When traffic contention happens on NIC1, as shown in
Figure 8b, FuseLink detects contention when W1 is posting
network operations to NIC1 and gets completions. In this
case, FuseLink performs similar steps as exploiting idle NICs.
FuseLink schedules subsequent network operations back to
NIC0, together with router memory remapped to optimize
data path.

4.4 Scheduling with Efficiency

FuseLink schedules communication to multiple NICs when
detecting idle NICs in the server. Our design of NIC moni-
toring and traffic scheduling do not enforce strict idle NIC
utilization or precise contention prevention, which is diffi-
cult to achieve due to control plane efficiency requirements.
Instead, we have the following tradeoffs for control plane
efficiency:

First, FuseLink marks NIC load status based on new com-
pletions of operations posted by GPU workers, which is later
than transmission start time. The delayed marking is more
efficient than detecting whether a NIC is sending traffic for a
GPU worker. The delay is acceptable because existing frame-
works, such as NCCL, divide large messages into chunks
and send in pipeline. In NCCL, the default configuration is
512KB, which makes the delay marking about 10us under
400Gbps network.

Second, FuseLink allows bounded contention over limited
number of network operations. In the worst case, FuseLink
schedules a batch of operations to an idle indirect NIC and the
peer worker starts communicating immediately. This ensures
the scalability of FuseLink traffic scheduling in a large GPU

cluster because FuseLink only needs to gather NIC utiliza-
tion information of peer nodes during communication. The
scheduling overhead is determined by the number of NICs
and concurrent connections, which are limited by hardware
configurations and ML applications.

Third, FuseLink allows bounded suboptimal transmission
through indirect NICs, because the NICs selected may have
suboptimal data path to the router GPUs, as illustrated in Fig-
ure 8b during receiver scheduling. We bound the suboptimal
transmission by sender remapping, with the assumption that
the next sending operations have optimal data path. Our de-
sign is based on the ML traffic pattern that NICs load status
do not change frequently, as ML computation and communi-
cation last for long time intervals.

After optimizations, control plane overhead mainly comes
from the following components:
NIC monitoring overhead. Before issuing operations,
FuseLink checks NIC status and decides how to route the
traffic. To reduce the monitoring overhead, FuseLink checks
status of NICs after issuing a batch of network operations. For
example, FuseLink checks NICs status after scheduling eight
network operations. Subsequent operations are scheduled ac-
cording to the NIC status after the last batch. The coarse
grained NIC monitoring brings acceptable scheduling over-
head because ML applications usually have large message
sizes and are bounded by bandwidth.
Traffic routing overhead. When NIC encounters idleness
or contention, FuseLink remaps the receiver relay buffer and
switches the connection by posting credits to senders. The
overhead consists of checking the NIC status, fetching new
connection, and remapping relay buffers. Traffic rerouting
happens when NIC status changes. In machine learning, NIC
usage displays typical on-off patterns. Thus, NIC status will
not change frequently, bringing limited traffic routing over-
head.

5 Implementation

We implement FuseLink as an independent networking mod-
ule to replace the default Infiniband networking in NCCL,
a widely-used GPU communication library, so that ML ap-
plications can use FuseLink without modifying codes. We
incorporate FuseLink in NCCL by intercepting networking
layer functions called by NCCL proxy threads that originally
post RDMA work requests to NICs. After loading the plu-
gin, NCCL proxy threads interacts with FuseLink for GPU
communication, instead of operating on NICs directly. Our
implementation has about 3000 lines of code in C++.

In the default implementation, NCCL sets up worker
threads as proxies to communicate with peer GPUs through
inter-server network. Proxy threads build RDMA connections
and post work requests to NICs. ML processes send data by
writing to network buffers handled by proxy threads. When
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receiving data, ML processes indicate receiving buffers and
get notified from proxy threads when the data is ready.

We intercept proxy thread function calls to interact with
FuseLink, including connection establishment, network buffer
registration, and sending/receiving data.
Connection establishment. Instead of building raw RDMA
connections, we modify proxy threads by posting connection
request to FuseLink, which handles the request by setting
up connections through multiple NICs within the server. Af-
ter connection setup, proxy threads get connection ids that
are used to post sending and receiving operations. All net-
work operations are conducted by posting control messages
to FuseLink with the connection id.
Registering buffers. By default, NCCL registers buffers on
the specified device to enable RDMA NICs to access network
buffers. We modify proxy threads to expose network buffers to
FuseLink, which remaps buffers to relay GPUs and registers
network buffers on RDMA NIC. Since each buffer only needs
to be registered once in the NIC, remapping to relays brings
minor overhead. Note that FuseLink maps network buffers
back to original GPUs when NIC contention arises. Thus, we
register network buffers on relay GPUs and original GPUs to
avoid repeated registration. The registered memory regions
are selected based on the current GPU to which the network
buffer is mapped.
Sending & receiving. In NCCL, high-level communication
tasks, such as sending a large data block and collective com-
munication, are divided into data chunks.

On the sender side, the send function returns with an empty
handler if no new credit is received. After receiving valid
credits, NCCL sends with data in a ring slot and connection
specified in credits. If the ring slot buffer is on a GPU that
is not directly connected to the selected NIC, it means the
receiver has scheduled an indirect NIC for data transmission.
FuseLink marks the indirect NIC and remaps data to the buffer
on a relay GPU. Send function returns with a valid handler if
the data transfer to relay GPUs has started successfully. After
the data is ready on the relay buffer, the sender starts data
transfer to the remote side with RDMA.

On the receiver side, FuseLink collects NIC usage status
to identify idle NICs and contention NICs. For each chan-
nel, FuseLink assigns one NIC to process receiving requests
by giving credits to sender side specifying connections on
the NIC. FuseLink schedules traffic to connections on other
NICs by changing the RDMA Queue Pairs (QPs) and the
memory addresses in ring slots used to receive data, which is
transparent to applications.

6 Evaluation

We evaluate FuseLink capabilities in microbenchmarks and
ML applications. In microbenchmark, we answer the follow-
ing questions: 1) What is the maximum inter-server band-
width for a single GPU with FuseLink compared to the default

Figure 9: Average inter-server GPU bandwidth achieved by a
single GPU when using different numbers of NICs

Figure 10: Average scheduling overhead decomposed into
flushing data, changing NIC, and remapping

GPU-NIC binding? 2) What is the overhead of FuseLink in
traffic scheduling? 3) What are the performance benefits of
FuseLink on machine learning tasks with imbalanced traffic?
Evaluation setup. We conduct experiments on servers
equipped with Intel 8480C CPU, eight Nvidia Hopper GPUs,
and eight Connect-X7 400Gbps NICs for inter-server GPU
communication. Intra-server GPUs are connected through
eight-lane NVLinks and NVSwitches, delivering up to
200GB/s bandwidth for intra-server GPU communication.
Each NIC is connected directly with one GPU through PCIe
bridge, respectively. We deploy by running FuseLink sched-
uler as a daemon process and ML workers load FuseLink as
a NCCL plugin to replace the default IB network.
Baselines. We use NCCL with PXN enabled as the baseline
when performing inter-server GPU communication. NCCL
with PXN automatically pick up the best path for inter-server
GPU communication via both NVLink and PCIe, but is lim-
ited by statically bind traffic to paths and cannot support trans-
mitting data through NVLink on receivers.

6.1 Microbenchmark

Bandwidth improvement. We evaluate how FuseLink can
improve bandwidth when transmitting data between two inter-
server GPUs. We divide the whole sending data into 512K
messages, a common size for inter-server GPU communica-
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Controls Avg. cost(us)

post & pull ops 0.8-1.4
query NIC load 0.9-1.6
process send 2.8-3.5
process recv 4.9-5.6

Table 3: Network operation processing overheads in FuseLink

tion in NCCL, and post them to FuseLink controller. In the
baseline experiment, the traffic is statically bound to one NIC
for inter-server communication. By contrast, FuseLink sends
data through direct NICs and indirect NICs with GPU relays.
We change the maximum number of NICs used by FuseLink
and record the average bandwidth.

As shown in Figure 9, FuseLink achieves up to 212GBps
bandwidth with six NICs, compared to the default setting
with about 50GBps throughput, where GPUs communicate
through only one NIC. FuseLink gets higher bandwidth by
utilizing more NICs during inter-server communication. The
upper limitation depends on the bottleneck between GPUs
and NICs. If the NVLink bandwidth is larger than the sum of
bandwidths of indirect NICs, FuseLink can aggregate all NICs
bandwidth at maximum. Otherwise, the maximum bandwidth
is the sum of the direct NIC bandwidth and NVLink band-
width. In this experiment, FuseLink bandwidth stops scaling
because NVLink has reached the maximum throughput.
Scheduling overhead Compared to posting RDMA requests
to NICs directly, FuseLink incurs scheduling overhead during
monitoring NIC workload and determining the NIC to post
RDMA operations (§4.3). To improve scheduling efficiency,
we make tradeoff to allow bounded suboptimal scheduling
and sender data path (§4.4). We show that the scheduling
overhead is acceptable and the tradeoff will not harm the
overall performance. Table 3 shows the overhead of FuseLink
when processing RDMA operations and scheduling. NIC
monitoring and NIC selection are implemented using shared
memory, which brings 0.9-1.6us latency on a batch of network
operations. Relay remapping is called when optimizing the
data paths between NICs and GPUs, which brings around
95-193us latency in each remapping.

Figure 10 shows the scheduling overhead when FuseLink
changes NIC to prevent contention. Before changing NICs,
FuseLink flushes the network buffer, i.e., finish all network op-
erations on the buffer, and finally performs buffer remapping
to adjust intra-server traffic relaying. The total scheduling
overhead is minor compared to the communication time in
distributed machine learning.

6.2 End-to-End Evaluation

We demonstrate that FuseLink can effectively improve the
NIC utilization in imbalanced traffic ML tasks and bring
benefits to the overall performance.
Model serving. We test FuseLink performance in model serv-

#Instance Setting P50 P99

8 NIC Binding 684.54 ms 903.20 ms
FuseLink 308.48 ms 464.55 ms

4 NIC Binding 174.46 ms 297.49 ms
FuseLink 122.61 ms 259.73 ms

2 NIC Binding 98.09 ms 175.36 ms
FuseLink 81.97 ms 160.36 ms

Table 4: Model serving TTFT comparison under different
number of serving instances within a server

ing in disaggregated setting [47,69], where the serving process
is divided into a prefill phase and a decoding phase across
inter-server GPUs connected by NICs. We test OPT [67] mod-
els serving with 30B parameters under different tensor parallel
degrees. We consider model serving in mixed requests, where
batched user requests are fed to GPU groups for the prefill-
stage computation. The processed user requests are sent to
the decode-stage GPUs. The communication cost consists
of sending prefix cache and user requests cache. We record
the time-to-the-first-token (TTFT) as the performance metric,
which includes requests computation and inter-server com-
munication time.

Figure 11a- 11c shows the CDF graph of TTFT recorded
with different number of independent serving instances within
a server. For every deployed serving instance, we randomly
sample the serving prompt and feed to the prefill instances.
We sample request lengths from public traces [5] with prefix
and simulates with Poisson arrival rates. FuseLink shows
1.04-2.73→ speedup over the baseline with NIC binding,
where GPUs communicate only through the direct NICs. No-
tably, with smaller TP degrees and more instances per server,
FuseLink shows greater speedup compared to scenarios with
fewer instances and larger TP degrees, as the NIC exhibits
more dynamic traffic pattern under more instances within a
server. The performance improvement is attributed to two fac-
tors: First, FuseLink accelerates inter-stage data transmission,
reducing communication overhead during first token gener-
ation; Second, FuseLink improves serving throughput and
reduces the requests queueing time. Table 4 shows the TTFT
of 50th percentile and 99th percentile of different numbers of
serving instances within a server.
EP training. We test expert-parallel MoE training of Mixtral
8→22B model using tensor parallel degree as four and expert
parallel degree as eight. In this case, each server has two ex-
perts training in parallel. We record the time spent on training
iterations. Figure 12 shows the iteration times of the baseline
and FuseLink. FuseLink improves the training throughput
by 1.3→ compared to the baseline. We notice that FuseLink
brings less performance gain in later iterations, which can be
explained by the design of gate layers that try to achieve load
balance among experts [55], making the traffic across NICs
closer to balanced NIC load compared to earlier iterations.
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Figure 11: FuseLink model serving performance under different TP degrees and number of serving instances

Figure 12: EP training times under NIC binding and FuseLink Figure 13: DLRM training iteration times under different
cache sizes (GB)

DLRM training. We test FuseLink performance in DLRM
training [13] model on Criteo advertisement dataset [4]. We
configure 32 GPU workers to train the model in data paral-
lelism and setup a dedicated server with large memories to
maintain the embedding table. In each training iteration, the
GPU workers first convert the categorical features in training
samples into embedding vectors in the table. If the embed-
ding cache does not have the required vector, the GPU work-
ers need to fetch the embedding from the embedding server
through NICs. Communication cost is mainly affected by the
embedding cache sizes and training batch sizes of each worker.
Limited cache sizes and large batch sizes tend to bring higher
embedding cache miss and more embedding transmission.
We set the training batch size as 1024 as suggested by [10].
Figure 13 shows the average iteration durations under differ-
ent cache sizes when using FuseLink and static traffic binding
to direct NICs. FuseLink can effectively reduce the training
iteration times by accelerating embedding transmissions.

7 Discussion and Limitations

We discuss the application scope of FuseLink and limitations
in existing ML infrastructures.
FuseLink in collective communication. FuseLink works
the best under traffic imbalance scenarios, which are com-
mon in point-to-point communication. The point-to-point
communication has become one of the major network costs
in distributed machine learning, including MoE and model

serving. In contrast, collective communication like ring all
reduce synchronize GPUs with uniform traffic pattern across
NICs [34], making them less suitable for FuseLink without
extra modifications. Applying FuseLink in collective com-
munication may require adjusting worker placements. For
example, co-locating multiple data parallel groups within a
server can produce imbalanced traffic across NICs in different
parallel groups. However, such optimizations would require
additional efforts to integrate with existing ML frameworks.
FuseLink in general GPU interconnections. FuseLink is
designed and implemented on Nvidia GPU with NVLink con-
nections, but is not limited by specific GPU devices, intercon-
nections, or GPU-NIC ratios. In essence, FuseLink unlocks
the capability of intra-server traffic routing and efficient multi-
path transmission during inter-server GPU communication.
FuseLink is powered by the ever-growing performance of
dedicated GPU connections that have become integral in ML
infrastructures. Industrial practices have deployed various of
GPU interconnect [20, 46, 58] in their GPU clusters, making
FuseLink widely applicable in today and future ML facili-
ties [35, 36].

FuseLink ensures its design generality by relying on stan-
dard communication primitives. Specifically, RDMA enables
NICs to access application memory from virtual address with
backend physical memory mapped to any virtual memory
on demand. We exploit this feature to enable RDMA NICs
to access remapped location without changing the applica-
tion network buffer address. We also take advantage of the
GPU memory addressing that enables peer-to-peer communi-
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cation between GPUs, which is essential in dedicated GPU
connection to ensure efficient data transmission. The unified
addressing and standard RDMA primitives do not rely on
specific devices or GPU-NIC ratios. Therefore, FuseLink can
be applied in general machine learning servers, including
those with asymmetric GPU interconnects [8, 30] and other
GPU-NIC ratios.
Corner cases of FuseLink scheduling. Since FuseLink opti-
mizes scheduling efficiency with bounded contention, corner
cases may arise where one GPU sends a small chunk of data
through its direct NIC only when a peer GPU has just started
using the NIC. In this scenario, FuseLink will route other
GPU traffic to this idle NIC and then be preempted by the
GPU with higher priority, and subsequently start using the idle
NIC again in the next batch of sending. However, such cases
are rare in machine learning workloads, because they feature
large messages and relatively long time intervals between
communication phases. This leaves sufficient time intervals
for FuseLink to schedule traffic while maintaining relatively
stable NIC utilization, minimizing routing frequency.

8 Related Work

PCIe → NVLink (PXN). NCCL has introduced PXN [44],
an inter-server GPU communication mechanism that allows
senders to use intermediate GPUs for inter-server communi-
cation. Similar to FuseLink, PXN removes the bottleneck of
GPU-NIC connection that traverses through QPI/UPI, which
cannot deliver full bandwidth. PXN is designed to avoid cross-
rail traffic in rail-optimized GPU clusters because cross-rail
traffic has to be routed through spine switches, which risks
interfering with other flows in the network.

Despite the similarity of using intermediate GPUs,
FuseLink has three key differences compared to PXN. First,
PXN binds traffic to intermediate GPUs and statically copies
data to GPUs. This can only improve one NIC throughput,
yet others are in suboptimal PCIe connections. In contrast,
FuseLink dynamically integrates NVLink interconnect in the
network data path. Consequently, FuseLink can fully elimi-
nate the suboptimal PCIe data path on multiple NICs during
inter-server communication. Second, FuseLink identifies and
leverages idle NICs, while PXN is configured statically by
NCCL, given the system topology before running communica-
tion tasks. Finally, FuseLink achieves higher inter-server band-
width for GPU communication by utilizing multiple NICs,
while PXN is bounded by the single NIC bandwidth.
Multi-Path network protocols. Researchers have proposed
datacenter networking protocols that aim to improve network
resource utilization. For example, MP-TCP [63] and MP-
RDMA [38] are multi-path transport protocols designed to uti-
lize the rich path resources in datacenter networks; NetChan-
nel [12], a host network stack that disaggregates the dedicated
data path to improve utilization of host network resources.
These protocols and network systems focus on a similar prob-

lem that network resources, such as host data paths and net-
work paths, are not fully utilized because of dedicated re-
source assignments.

FuseLink differs from these works on the network re-
sources and methods for multiplexing. On one hand, existing
works try to multiplex network data paths with only host mem-
ories, while FuseLink mainly focuses on inter-server commu-
nication on GPU memories, which requires considering PCIe
bandwidth and topology. On the other hand, FuseLink exploits
dedicated intra-server GPU connections and integrates into
inter-server networking to enhance inter-server networking,
which is not explored in existing works.
Data path optimization. There have been efforts to improve
network resource utilization from host side by solving the
best data paths for inter-process communication. For exam-
ple, SocksDirect [31] improves inter-process communication
efficiency by implementing efficient communication primi-
tives and automatically schedules the best data path to carry
out data transmission, such as shared memory and RDMA.
ARK [24] accelerates GPU communication by implementing
an efficient DMA controller operated by GPUs, together with
a GPU-driven execution model to improve computational ef-
ficiency without interfering with networking. FuseLink has
similar methodologies that improve data path efficiency dur-
ing GPU communication.

However, existing works on optimizing GPU communi-
cation data paths cannot be applied in dynamic ML tasks
directly, because they cannot detect or leverage idle NICs
timely. In contrast, FuseLink explored a new direction that
exploit the underutilized NICs in dynamic-traffic ML tasks,
with data path optimization in runtime.

9 Conclusion

In this paper, we present FuseLink to enable inter-server GPUs
to efficiently communicate over multiple NICs. FuseLink ex-
ploits dedicated intra-server network for intra-server traffic
routing to fully utilize GPU interconnects when communicat-
ing through NICs. FuseLink achieves improved inter-server
bandwidth without interrupting ongoing computation and
communication tasks on peer GPUs. Through our evaluation,
we verify that FuseLink is effective in dynamic-traffic ma-
chine learning tasks, achieving high inter-server GPU band-
width and accelerating machine learning tasks including LLM
serving, EP MoE training, and DLRM training.
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